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Abstract

Monitoring is an essential process to obscr_'e and improve the reliability and the perfonnance of large-scale
distributed (LSD) systems, in an LSD environment, a large number of events is generated b._ the system
components during its execution or interaction with external objects (e.g. users or processes). Monitonng
such events is necessary for obser,_'ing the run-time behavior of LSD systems and providing status
information required for debugging, tuning and managing such appli_tions. However. correlated cvems
are generated

concurrently and could be distributed in various locations in the applications enviromnent which

complicates the management decisions process and thereby makes monitoring LSD systems an intricate

task. We are developing a scalable lugh-performance monitoring architecture for LSD systems using an
efficient even! filtering mechanism to dctecl and classifi interesting local 8Jgl global events and
disseminate the monitoring infomlation to the corresponding end- points management applications (such as

debugging and reactive control tools). Our architocture also supports _namic and flexible recozd'iguration
of the monitoring mecharusm via its instn_mcntation and subscription components. The intrusiveness of

the monitoring process is nunimtzed by reducing the cvcnt traffic and distributing the monitoring load.
In this short report, we describe and motivate the monitoring approach and application. We also refcr to our

publications for detailed explanauon of the monitoring system components that we are developing to
observe the rim-time behavior of LSD systems and improve their reliability and perfornumce.

i. Introduction and Motivation

As the tntcmet and lntranets technology advances, the demand of large-scale distributed (LSDI

systems increases. Examples of LSD systems include large-scale collaborative dislance leamin 8. video
conferencing, group-ware editing, dis_ributcd transaction systems and distributed imeractive simulation.

The LSD systems involve a large number of users or application entities, which are goographicall.,,
dispersed over interconnected LANs (i.e. lntranets) or over WAN (i.e. Interact).

Due to the distributed nature and the large number of interactions (by participants or application entities) m
LSD systems, rel:abilit.v and peril,finance of such applications become critical issues.

The LSD system developers or _nanagers (could be htmmn or software components) require feedback
information on the system behavior for testing and debugging purposes or for fault recovery and
performance tufting procedures.

Monitoring LSD systems is all effectivc means Io obsene applications at nm-time and providethts

feedback information to the system developers and system managers in order to improve reliability.
robustness and performancc of LSD systems.

However. in LSD systems, monitonng is much more complex because correlated events can be concurrent
and distributed in the application environment. So tile monttonng architecture is not only to delect and
collect events generated by LSD systems bul it "also luststo

check for any interesting correlated evem (global ex'cnl) occurred in the system.



A survey ofmonitoring and event filtenng relaled work could be found

in [3]. We classified the monitoring distributed systems related work into tlu'ee classes: hardvv,are
momtoring, soft_'are monitoring, and hybrid monitoring. Examples of event filtering mcclmnisms in
communication protocols are packet filters in cotmnumcation protocols
and distributed systems, and triggers in active data'bases.

The primary motivations for our work are (1) the necessity of employing an efficienl monitonng tochniquc
for LSD systems to improve the quality and manageabilit._, of such applications, and
t2) the lack of an existing monitoring technique that could meet our

design goals of designing a scalable, high-performance, dynamic, flexible and non-intrusive nlomtonng
architcclurc for LSD systems.

2. Work Objectives

Our n_un objective in this working designing a dynmmc monitonng architecture for LSD svstenLs bx

classifying primitive and composite events generated by distributed applications during their execution.
The following is highlighting of the mare design objectives:

• Supporting An Efficient Monitoring Architecture: Our monitoring uses an efficient filtering event
filtering meclmnism to classify and detect generated events and to reduce rite large volume of event traffic
that tray be generated by LSD application and thereby minimizes the monitoring overhead (intrusiveness).

• Supporting Dynamic Monitoring: The consmncr's subscriptions can be added, deleted and modified at
run-time. This implies that the distributed systems can be monitored according to changes in rite system
behavior.

• Minimizing Intervention: The process of in_rting the monitoring
instructions inside the program body is called the mstrumemation

process. Our monitoring arcliitecture must support:

I 1} a simple teclmique to instrmnent the monitored progrmns with
minimum interference from the developers or users, and

(2) a flexible instrumentation process to control the monitoring granularity and intrusiveness.

• Minim "izing the Monitoring Intrusiveness: Our architecture must be used efficiently to monitor LSD
systems without overwhehning the system resources such as the computation and the n'etwork resources.

• Supporting Reactive Control Service: Thc reactive control system enables rite developers/users to
define actions to be triggered, if

Certain events are detected. We call this process Action Nervice.

* Supporting Priority-based Monitoring: In LSD system, event could have different priorities. For
example, error ¢_'ents have more priority than warning events. Thus. monitoring these e_ents based on
their priority is important to provide an efficient ,nonitoring arclutecturc.



3.CurrentStatusandFutureWork

Wecompletedthe design axchitccture of the monitonng components which is published in umnbcr of
publications (See rcferenccs). The filtcnng cngme componcnt is alread._ implemented and tested in

diffcrcnl envirotunenls. Wc are cttrrcntl_ imp|cmcnlang thc other components of the motlilormg s_stcnl
such as the instrumentation, subscription and disseminalion componenls.

Wc hax c 'also designed some itllpon_lnl oplitlli/_llion Iccimiqucs Io ilnprovc Ihc perlormal|cC and scalabihl)
of die inolutonllg s._stem. In d|c fo[lownlg. _sc prcscl|! a shorl dcscnptlol| of the proposed oplllni/._l|iO[I
t¢clmiques.

• r_.;l.tering Optxm.i. zaexon : Multi-path DACi and paralleI/iltermg tcclmiques to enable an

efficient filtenng/monitonng mechanism. _hich increases thc responsiveness of thc monitoring s_ stcm and
reduces the intrusreeness in the monitoring cnviromncnt.

• Composition Optimization: Tiffs type of optinuzation Âcchaique is used to increase tile scalabilil_, of rile
monitoring system by employing an efficient orgamzatton of the monitoring information. In this ca_. the
filtering or monitoring process does not increase lincartv with the number of subscribers in thc svstcm. Wc

proposed to teclmiques to optinuze the filtering composition meclumism, matching, common pre'dic'ate._/ir._l
and matching most-fi'equentl.v-used pre_ficate _first.

• Space Requirement Optimization: The former techniques arc to optimize the computation requirement
of the monitoring Dstem In this part of our research we proposed teclmiques to minimize the memo_
space required by the monitoring system such as tracking the event history.
Here. v,e list some of these techniques and for more details you may refer to 13,4 I.
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